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Abstract

In real-world applications, images are often affected by var-
ious unknown degradations, such as noise, fog, and rain,
which can severely impact safety, especially in fields like
autonomous driving. To address this issue, we propose an
All-In-One, end-to-end image restoration model designed to
recover images from various types and levels of unknown
degradation. Our approach involves a prompt-guided multi-
scale, end-to-end image restoration algorithm. We introduce
a multi-head dual self-attention mechanism to capture de-
pendencies between spatial and channel dimensions in the
image, enhancing the network’s ability to learn image fea-
tures. Moreover, we propose a prompt block that leverages
the concept of prompting to implicitly encode degradation
information, guiding the network to distinguish between dif-
ferent degradation types at each layer. We demonstrate the
algorithm’s superiority through extensive experiments on es-
tablished benchmark datasets.

Introduction
As an efficient and intuitive information carrier, digital im-
ages play a vital role in the development of digital infor-
mation technology. In recent years, the demand for digital
images has grown explosively, with high-quality image ap-
plications penetrating various aspects of everyday life. How-
ever, obtaining high-quality images is not easy, as many
complex and uncertain factors can affect image quality, lead-
ing to varying degrees of degradation. For instance, inherent
hardware defects in imaging devices can result in various ar-
tifacts and deterioration; lighting conditions and photoelec-
tric conversion devices may introduce Gaussian noise, ther-
mal noise, or speckle noise; and harsh weather conditions
often cause images to be affected by rain, fog, snow, or dust.

These degraded images not only significantly affect hu-
man visual perception quality but also increase the difficulty
of subsequent image content analysis and understanding.

It is worth noting that, in the real world, images are of-
ten affected by more than just one known type of degrada-
tion. For example, during image acquisition in autonomous
driving, a vehicle may be subjected to multiple unknown
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degradations, such as noise, fog, and rain, either consecu-
tively or simultaneously, which can severely impact driving
safety. To address this issue, developing an All-In-One end-
to-end image restoration model capable of recovering im-
ages from various unknown types and levels of degradation
holds significant research value for many scenarios that rely
on high-quality digital images.

The main contributions can be summarized as follows:

• We propose a novel multi-scale, prompt-guided All-In-
One image restoration algorithm that leverages a com-
prehensive multi-scale framework to effectively address
diverse and unknown corruption types and levels.

• We design the Dsa Block and Prompt Block to augment
the restoration capabilities of our algorithm, enabling se-
lective attention to damaged regions and incorporating
external guidance to enhance recovery, thereby improv-
ing both structural integrity and visual quality of the re-
stored images.

• Extensive experiments and analysis are conducted, in-
cluding both quantitative and visual comparisons with
baseline methods. Ablation studies further validate the
effectiveness of each proposed module, while multiple
degradation types are combined to investigate their re-
spective impacts on the algorithm’s performance.

Related work
Current image restoration algorithms are classified into
two categories: Image Restoration for Single Degradation
(IRSD) and Image Restoration for Multiple Degradations
(IRMD). The All-In-One image restoration algorithm builds
upon the framework of IRMD.

IRSD serves as the foundation for IRMD, focusing on
restoring clean images from those affected by a single type
of degradation. This algorithm effectively addresses single-
type degradation issues with a relatively simple and targeted
design, yielding good results for specific degradations; how-
ever, its performance is limited in IRMD tasks.

Zhang et al.(Zhang et al. 2017a) introduced DnCNN, an
early denoising model leveraging deep learning to achieve
favorable outcomes. DnCNN expands TNRD through deep
residual learning. A common method for solving restora-
tion problems is semi-iterative splitting, utilized by IRCNN
(Zhang et al. 2017b), which employs neural networks to



achieve similar goals as DnCNN. Given that semi-iterative
splitting is an iterative approach, IRCNN trains a series of
denoising networks applicable not only to denoising but also
to various restoration tasks. FFDNet(Zhang, Zuo, and Zhang
2018) innovatively incorporates noise levels as inputs along-
side noisy images, effectively addressing diverse noise levels
and spatial variations. Subsequent denoising studies(Wang
et al. 2022)have concentrated on developing more efficient
network structures. Zamir et al.(Zamir et al. 2022)adapted
concepts from the Transformer(Vaswani 2017)model used
in natural language processing to image restoration, en-
hancing the computational efficiency of visual Transform-
ers (VIT)(Dosovitskiy 2020)through modifications to the
self-attention mechanism. Image deraining is also a promi-
nent research area with extensive applications, with future
trends likely to integrate both data-driven and model-driven
methodologies. Zhang et al.(Zhang et al. 2019)proposed a
coarse-to-fine model training strategy focused on datasets,
yielding a simple yet high-performing network structure.

The image restoration task involving multiple degrada-
tions has emerged only in recent years. Prior research typ-
ically addressed the IRMD task through multi-input and
multi-output network architectures. Li et al.(Li, Tan, and
Cheong 2020)developed a model that mitigates weather ef-
fects to tackle various adverse weather degradations, such as
rain, fog, and snow, with each degradation handled by ded-
icated encoders. Chen et al. (Chen et al. 2021)proposed a
transformer-based image restoration approach that employs
a multi-head and multi-tail architecture to address multi-
ple degradations; additionally, this method necessitates pre-
training on large-scale datasets. In summary, while the afore-
mentioned IRMD methods represent advancements toward
All-In-One image restoration, they still depend on prior
degradation information to appropriately route inputs to the
respective correction heads.

In 2022, Li et al.(Li et al. 2022)introduced an All-In-One
model called AirNet for denoising, deraining, and dehazing.
This model is the first of its kind to recover images from
various degradation types and levels. It employs contrastive
learning to train an image encoder, effectively modeling crit-
ical information regarding the degradations. These represen-
tations are then used to predict deformable convolution off-
sets in a separate network for the restoration process. The
method necessitates two stages of training, where the suc-
cessful selection of positive and negative pairs, as well as
the amount of available data, significantly impacts the effec-
tiveness of contrastive learning.

Although AirNet achieves state-of-the-art performance, it
still faces challenges in modeling representations for differ-
ent types of degradation. Additionally, the two-stage train-
ing process, which relies on an extra encoder for con-
trastive learning, leads to increased training complexity.
Potlapalli et al.(Potlapalli et al. 2023)proposed a prompt
learning-based approach called PromptIR for All-In-One
image restoration, achieving state-of-the-art results in de-
noising, deraining, and dehazing. With the advent of the pre-
trained language-vision model CLIP(Radford et al. 2021),
Jiang et al.(Jiang et al. 2023)developed AutoDIR, an All-
In-One image restoration model that utilizes text prompts.

Its blind image quality assessment module identifies the pri-
mary degradation in degraded images and guides the restora-
tion process via text prompts in the latent diffusion model.
Additionally, a structural correction module enhances the
details of the restored images. AutoDIR offers flexible user
control and editing during runtime, allowing users to al-
ternate between text prompts generated by the blind image
quality assessment module and additional user-provided text
prompts.

Proposed Solution
The algorithm we propose utilizes a multi-scale architecture,
with the baseline model being the Unet(Ronneberger, Fis-
cher, and Brox 2015) network. By employing a multi-scale
feature fusion strategy, the model can simultaneously pro-
cess low-level detail and high-level semantic information.
This strategy strengthens the model’s capability to learn fea-
tures at various scales by integrating feature maps of differ-
ent resolutions at different stages of the network. The net-
work architecture is illustrated in Figure 1.

Dual Self Attention Block
In 2017, Vaswani et al.(Vaswani 2017)introduced the self-
attention (SA) mechanism in the Transformer model. Prior
to this, most attention-based models for sequence tasks fo-
cused on capturing the relationship between source and tar-
get sequences. These models processed input as vectors
of varying dimensions, with inherent correlations between
them. However, these correlations were not effectively uti-
lized during training, leading to suboptimal model perfor-
mance. The self-attention mechanism addresses this issue
by enhancing the network’s capacity to capture the relation-
ships between different parts of the input data. Through self-
attention, the network can identify and emphasize dependen-
cies between various regions of the input, allowing for more
precise feature extraction and better integration of informa-
tion, particularly when handling complex data.

We use Multiple Head Dual Self Attention (MHDSA) to
replace the conventional SA, which has quadratic complex-
ity that increases with the input image resolution. MHDSA
consists of two parallel attention modules, Multiple Head
Position Self Attention (MHPSA) and Multiple Head Chan-
nel Self Attention (MHCSA), which apply SA along the spa-
tial and channel dimensions, respectively. This approach en-
ables the network to capture richer contextual information,
understand both the global structure and local details of the
image, model complex image structures and long-range de-
pendencies, and enhance overall performance. The structure
of MHDSA is illustrated in Figure 2.

MHCSA and MHPSA first perform layer normalization
(LN) independently on each sample. Then, by applying a
1×1 convolution followed by a 3×3 depthwise convolution,
they obtain the feature map U ∈ RH×W×C , which is subse-
quently divided into smaller sections. Based on the differing
dimensions involved in the two self-attention mechanisms,
the feature map is then reshaped into a channel dimension
Mc ∈ RC×N and a spatial dimension Mp ∈ RN×C , where
N = H ×W . From these sections, the Query (Q), Key (K),
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Figure 1: Architecture of the proposed model. The network architecture diagram illustrates the components of the system,
which include the Dual Self Attention (Dsa) Block, Prompt Block, and Prompt Net. High-resolution degraded images are
first passed through the Prompt Net to acquire information about the type of degradation. In the encoder, multiple Dsa Blocks
progressively increase the number of channels while reducing spatial resolution. The low-resolution latent features are then
gradually restored to high-resolution clean outputs through the decoder. At each step of the decoding process, the Prompt
Block, which has been processed using the prompt information flow, is embedded to guide the restoration.

and Value (V) are derived for the self-attention mechanism.
Next, Q and K are reshaped, and the attention matrices of
various dimensions are obtained by computing QT ×K. Ap-
plying the softmax operation to these matrices yields the at-
tention weights affecting each dimension. The resulting sim-
ilarity matrix after softmax is then multiplied by V, and the
outcome is passed through a 1×1 convolution and added to
the original feature map via a residual connection. Mathe-
matically,

Y = w1X̂C + w2X̂P

X̂C = W1×1AttentionC

(
Q̂, K̂, V̂

)
+X

X̂P = W1×1AttentionP

(
Q̂, K̂, V̂

)
+X

Attention
(
Q̂, K̂, V̂

)
= V̂ · softmax

(
K̂ · Q̂/α

) (1)

Where w1 and w2 are two learnable parameters used to
fuse feature maps, balancing the outputs of the channel
and spatial self-attention mechanisms. AttentionC and
AttentionP represent the channel-wise and spatial self-
attention mechanisms of different dimensionalities, respec-
tively. W1×1 denotes a 1 × 1 convolution. The parameter α
is a learnable scaling factor used to control the magnitude
of the dot product between K and Q before applying the
softmax function.

Prompt Block
We propose a prompt-guided approach to image restoration,
where prompts serve as an effective strategy for All-In-One
restoration tasks. This method not only restores clean images

but also leverages knowledge of various degradation types to
enhance the model’s capability to handle different forms of
degradation.As shown in Figure 3.

Prompt Block is composed of a Prompt Generation Mod-
ule (PGM) and a Prompt Interaction Module (PIM). First,
the Prompt Net is used to produce prompts that contain de-
graded category information, and these prompts are then uti-
lized during the restoration process to guide the model. The
Prompt Net itself is an image classification network; in this
study, ResNet50 (He et al. 2016)was selected as the Prompt
Net. The computation of the Prompt Block as defined by:

F̂ = PIM (PGM (Pc, Pi, F ) , F ) (2)

wherePc denotes the learnable Prompt components, Pi rep-
resents the prompt information generated by the Prompt Net,
and F is the output feature.

The prompt component Pc refers to a set of learnable pa-
rameters that interact with input features and prompt infor-
mation to embed regression information. The PGM dynam-
ically predicts attention-based weights from input features
and applies them to generate the prompt component Pc. To
derive prompt weights from input features F , the PGM first
applies global average pooling across the spatial dimensions
to generate feature vectors. Then, a 1×1 convolutional layer
reduces the number of channels to obtain compact prompt
features, followed by a softmax function to generate prompt
weights. Finally, the prompt weights and prompt informa-
tion are used to adjust the prompt component dynamically,
with a 3 × 3 convolutional layer further refining the adjust-



V

+

1wight

2wight

L
N

R

R

R

1
×

1

3
×

3

D
co

n
v

Q

K

V

Position

1
×

1

× R +

×
softmax

L
N

R

R

R

1
×

1

3
×

3

D
co

n
v

Q

K

V

Position

1
×

1

× R +

×
softmax

L
N

1
×

1

R

R

R

×

× R +

1
×

1

3
×

3

D
co

n
v

Q

K

softmax Channel

Y

chunk

chunk

X

MHCSA

MHPSA

Figure 2: The details of Multiple Head Dual Self Attention.

Method Denoise Derain Dehaze AverageBSD68(σ = 15) BSD68(σ = 25) BSD68(σ = 50) Rain100L SOTS
BRDNet 31.86/0.895 29.71/0.837 26.25/0.705 27.15/0.843 22.78/0.9 27.55/0.836
LPNet 26.55/0.819 24.65/0.715 21.64/0.502 23.62/0.773 19.89/0.741 23.27/0.71

FDGAN 30.66/0.906 28.52/0.847 26.78/0.726 28.63/0.883 23.94/0.867 27.73/0.846
MPRNet 33.39/0.923 30.73/0.874 27.37/0.765 29.15/0.903 25.38/0.938 29.21/0.881

DL 33.23/0.922 30.61/0.874 27.35/0.771 29.17/0.894 25.13/0.923 29.1/0.877
AirNet 33.59/0.927 30.9/0.878 27.51/0.772 32.89/0.942 25.28/0.937 30.03/0.891

PromptIR 33.79/0.932 31.14/0.885 27.85/0.789 33.99/0.957 27.75/0.959 30.9/0.904
Ours 33.94/0.932 31.29/0.888 28.04/0.798 35.42/0.968 28.99/0.967 31.53/0.911

Table 1: Performance comparisons on three challenging datasets.

ments. The calculation of PGM is shown in:

P = Conv3×3

(∑N
c=1 wiPcPi

)
wi = Softmax (Conv1×1(GAP (F )))

(3)

The main goal of the Prompt Interaction Module (PIM)
is to establish the relationship between the input feature F
and the prompt P to facilitate guided restoration. In PIM, the
generated prompt P is concatenated with the input features
along the channel dimension and then passed through the
Dsa Block for feature transformation. This transformation
utilizes the degradation information encoded in the prompt
P to adjust the input features. The calculation of PIM is
shown in:

F̂ = Conν3×3(Conν1×1(Dsa([F ;P ])) (4)

Where[; ] represents the concatenation operation.

Experiments
To evaluate the proposed method, we carry out compre-
hensive experiments on BSD dataset(Martin et al. 2001),
Rain100L dataset(Yang et al. 2017) and RESIDE dataset(Li
et al. 2018). Experimental results demonstrate that method
achieves state-of-the-art performance on All-In-One task.

Datasets
BSD: BSD is a dataset proposed in 2001 for image seg-
mentation. In this study, the datasets BSD400 and BSD68,
which are subsets derived from BSD, are used. BSD400
consists of 400 images, while BSD68 includes 68 images.
These serve as the training and test sets for the image de-
noising task. The noisy images are generated by adding
noise to the clean images.The noise is generated by man-
ually adding Gaussian noise of different levels, specifically
σ = 15, 25, 50, to introduce varying degrees of noise.
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Figure 3: The details of Prompt Block.

Rain100L: Rain100L dataset was proposed in 2017 as a
synthetic dataset for rain image removal. This dataset is de-
rived from certain images in the BSD200 dataset, where syn-
thetic raindrop streaks with sharp edges are added by simu-
lating rain streaks in one direction. The angles of the streaks
in the images have very little variation. The dataset consists
of 300 image pairs, with 200 pairs used as the training set
and 100 pairs as the test set.

RESIDE: RESIDE is a large-scale benchmark dataset for
image dehazing, proposed in 2018. The RESIDE dataset is
divided into five subsets: Indoor Training Set (ITS), Out-
door Training Set (OTS), Synthetic Objective Testing Set
(SOTS), Real-world Task-Driven Testing Set (RTTS), and
Hybrid Subjective Testing Set (HSTS). Each subset is de-
signed for specific training or evaluation needs to meet dif-
ferent research requirements.In this study, OTS and SOTS
are selected as the training and testing sets, respectively.
OTS and SOTS consist of 72,135 and 500 image pairs, re-
spectively. We use 800 image pairs from OTS for training.

Baselines and Implementation Details
We conducted a comparison between our proposed method
and eight baseline approaches:BRDNet(Tian, Xu, and Zuo
2020), LPNet(Gao et al. 2019), FDGAN(Dong et al. 2020),
MPRNet(Zamir et al. 2021), DL(Fan et al. 2019), Air-
Net(Li, Tan, and Cheong 2020) and PromptIR(Potlapalli
et al. 2023).Our proposed method in implemented in Py-
Torch, utilizing the Adam optimizer with an initial learn-
ing rate of 2e-4.The training process includes 200 epochs, a

batch size of 4, and random cropping for input data. A learn-
ing rate cosine annealing strategy is adopted, with a warm-
up phase for the learning rate during the first 15 epochs.

Results on All-In-One task

As shown in Table 1,the proposed algorithm significantly
improves the accuracy of the All-In-One image restoration
algorithm. In eight comparative experiments, the proposed
algorithm achieves the best average PSNR and SSIM met-
rics for each image restoration task. Compared to the state-
of-the-art PromptIR algorithm, the proposed method im-
proves the average PSNR metric by 0.63dB and the average
SSIM metric by 0.007 for the three types of image restora-
tion tasks. The experimental results demonstrate that the
multi-scale All-In-One image restoration algorithm based
on prompt-guided learning proposed in this study can effec-
tively address All-In-One image restoration challenges.

Conclusion

In this paper, we proposes an end-to-end multi-scale im-
age restoration algorithm guided by prompts.The method
provides a comprehensive solution for restoring images af-
fected by various types of corruptions. Extensive experi-
ments demonstrate the exceptional performance of model in
both qualitative and quantitative evaluations.
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